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MISSION
To provide an academic environment for
the development of professionals in the
field of Artificial Intelligence and
Machine Learning.

To cultivate research culture resulting in
knowledge and development of the society.

To enhance academic collaborations for
better exposure.

 VISION
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DEPARTMENT  V I S I ON  AND  MISS I ON

To be a department focused on
quality education and research in
Artificial Intelligence & Machine
Learning that prepares early
professionals contributing to
serve the society.
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A  MACH IN E - L EARN ING  MODE L  CAN  I D EN T I F Y  TH E  AC T I ON  I N  A
V I D EO  C L I P  AND  LABE L  I T ,  WI THOUT  TH E  HE LP  O F  HUMANS .
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Liu and his collaborators developed an artificial intelligence technique that learns to
represent data to capture concepts shared between visual and audio modalities. For
instance, their method can learn that the action of a baby crying in a video is related to the
spoken word “crying” in an audio clip.
Using this knowledge, their machine-learning model can identify where a certain action is
taking place in a video and label it.
It performs better than other machine-learning methods at cross-modal retrieval tasks,
which involve finding a piece of data, like a video, that matches a user’s query given in
another form, like spoken language. Their model also makes it easier for users to see why
the machine thinks the video it retrieved matches their query.
This technique could someday be utilized to help robots learn about concepts in the world
through perception, more like the way humans do.
The representation learning model takes raw data, such as videos and their corresponding
text captions, and encodes them by extracting features, or observations about objects and
actions in the video. Then it maps those data points in a grid, known as an embedding
space. The model clusters similar data together as single points in the grid. Each of these
data points, or vectors, is represented by an individual word.

Source :https://news.mit.edu/2022/ai-video-audio-text-connections-0504
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